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Melanocytic Lesions 
Screening through Particle 

Swarm Optimization

aBStraCt

Early detection of malignant melanoma, which is the most dangerous skin cancer, significantly improves 
the chances of curing it. For this reason, dermatologists are looking for new methods for the examina-
tion of suspicious lesions that changes their shape over time. The author investigates in this chapter 
some algorithms which may be used for automated diagnosis of skin lesions. First algorithm performs 
the image segmentation by edge detection, which plays an important role in identifying borders of the 
lesion. Next algorithm uses the Particle Swarm Optimization (PSO) paradigm for recognizing the im-
ages of the same melanocytic nevus taken at different moments of time. The idea is that a novel view of 
an object can be recognized by simply matching it to combinations of known views of the same object. 
The main difficulty in implementing this idea is determining the parameters of the combination of views. 
The space of parameters is very large and we propose a PSO approach to search this space efficiently. 
The effectiveness of this approach is shown on a set of real images captured with a camera under dif-
ferent angles of view.

INtrODUCtION

Detection and early diagnosis of skin cancer 
remains the main concern of dermatologists 
worldwide. Malignant melanoma is now one of 
the most common forms of cancer among world’s 
population, especially in fair-skinned individuals. 

Change of recreational behavior together with the 
increase in ultraviolet radiation cause a dramatic 
increase in the number of melanomas diagnosed. 
The curability of this type of skin cancer (about 
70%) depends of early enough recognition and 
surgically treatment. Many publications report 
on isolated efforts into the direction of automated 
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melanoma recognition by image processing, but 
complete integrated dermatological image analysis 
systems are hardly found in clinical use (Gauster 
et al., 2001).

Małaczewska and Dabkowski (2004) talk about 
the contemporary view on the melanocytic nevi 
and their role in the pathogenesis of skin malig-
nant melanoma. There is a strong relationship 
between the presence of the melanocytic nevi 
and the incidence of melanoma. For that reason 
dermatologists should pay close attention to pa-
tients from the risk group, with many common 
and atypical melanocytic nevi, family history of 
melanoma, bright fair skin, with history of sun 
burns. These patients should be meticulously 
and regularly checked up. Examination should 
include photographic surveillance and dermatos-
copy and every suspected mole should be excised 
with further histological examination. This kind 
of procedure intensifies the possibility of early 
recognition of melanoma malignum of the skin, 
which is crucial for successful treatment of this 
dangerous disease.

Clinical features of melanoma are summa-
rized as what’s called ABCD rule, promoted by 
the America Cancer Society: A (Asymmetry), B 
(Border irregularity), C (Color variegation) and 
D (Diameter greater than 6mm). Early recogni-
tion of changes of lesion in terms of the previous 
features provides important diagnostic and prog-
nostic information. Other screening guidelines are 
established by the seven-point checklist, advocated 
by a group of dermatologists from Glasgow. 
This checklist emphasizes the progression of the 
symptoms and consists of three major features 
(change in size, shape and color) and four minor 
features (inflammation, crusting or bleeding, 
sensory change, and diameter greater than 7mm). 
When any of the major features is detected in a 
melanocytic lesion, immediate help from health 
professionals is recommended. The presence of 
any minor features is advised to be monitored 
regularly (Lee, 2001; Liu et al., 2011). Schleicher 
et al. (2003) attached two more letters to the ABCD 

rule: E (Elevation) and I (Itch). Over time, most 
melanomas will become raised, and a very early 
signal that a mole is becoming cancerous is the 
sensation of itching at the site of the lesion.

Patients with large congenital melanocytic nevi 
are at increased risk for developing various medi-
cal problems, including cutaneous melanoma. 
In general, most studies reporting on the risk of 
melanoma in large congenital melanocytic nevi 
enrolled patients with lesions that were at least 20 
cm in diameter, but there are no evidences between 
the risk and the absolute size of the lesion or its 
clinical appearance (flat, raised, rugous, speckled, 
etc). However, some recent data suggest that the 
risk for melanoma may be highest for lesions 
greater than 40 cm, located on the torso rather 
than on the head, neck or extremities (Slutsky et 
al., 2010). The method described in this chapter 
may be used also for this kind of lesions.

As a melanocytic lesion ages, both the skin 
where it is settled as well the nevi cells themselves, 
undergo alterations in their structure. An estimated 
percentage of 20 or 30 of lesions disappear in old 
age. This process of involution and disappearance 
is hard to prove in individual lesions, but there are 
proven cases based on old photographs where this 
had happened (Cintra et al., 1994). So, it’s a good 
idea to follow the evolution of these lesions in time 
using photographs taken at different moments of 
time and different angles of view.

At this time dermatologists prefer to examine 
the suspect moles with the dermatoscope. Derma-
toscopy significantly improves the sensitivity for 
melanoma detection compared to the naked-eye 
examination. Using dermatoscopy, melanoma 
may be detected before it displays the classi-
cal clinical features summarized in the ABCD 
rule. Dermatoscopy allows the detection of early 
melanoma-specific criteria that are visible un-
der the dermatoscope even when the size of the 
tumor is less than 6mm, leading to a diagnosis 
at an earlier stage, when melanoma looks like a 
benign lesion. According with Moscarella et al. 
(2010), dermatoscopy has to be considered as 
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a first-level diagnostic tool. This is in contrast 
with one of the guiding rules of a few years ago, 
recommending dermatoscopy examination as 
a second-level screening tool for those lesions 
considered highly suspicious for melanoma after a 
first clinical evaluation. Some novel methods used 
in dermoscopy, helping to bring about a faster, 
more accurate diagnostics of those lesions which 
have proven to be more difficult to recognize are 
discussed in Kaminska-Winciorek and Spiewak 
(2012). Although the images discussed in this 
chapter were taken with a camera in visible light, 
the algorithms discussed here can also be used for 
dermatoscopic images.

First step in the processing of an image that rep-
resents a mole consists in its segmentation. Image 
segmentation plays an important role in identifying 
borders of the lesion because accurate description 
and measurement of image features cannot be 
achieved without accurate image segmentation. 
A wide range of algorithms have been used for 
image segmentation, broadly categorized as pixel-
based segmentation (Guo and Aslandogan, 2003; 
Tzekis et al., 2009), region-based segmentation 
(van Kaick et al., 2007) and edge detection (Xu 
and Kasparis, 2003; Taouil et al., 2006). We have 
proposed an algorithm based on an idea discussed 
in Tzekis et al. (2009). A complete description of 
this algorithm is given in the section 3.

Then we built a PSO algorithm to determine 
whether two different images of the same mole 
are similar. We have focused on the detection of 
any modification in the border irregularity of 
the lesion, by comparing two different images: 
one of them is an older reference view of the le-
sion, and the other one is a more recent view of 
the same lesion. If the novel view of the lesion 
is able to match the reference view, modified by 
a 2D affine transformation eventually, then the 
size and shape of the lesion is not modified. A 
PSO algorithm searches the parameters of the 
transformation in an attempt to find as more as 
matches between some significant points of the 
first border shape and the contour of the second 

shape. These kind of algorithms are inspired by 
the social foraging behavior of some animals such 
as flocking behavior of birds and the schooling 
behavior of fish. Particles in the swarm fly through 
an environment following the fitter members of 
the swarm and generally biasing their movement 
toward historically good areas of their environ-
ment (Kennedy et al., 2001; Omran, 2004; Poli 
et al., 2007; Banks et al., 2008).

Other publications report a variety of diverse 
methods into the direction of automated melanoma 
recognition by image processing. Korotkov and 
Garcia (2012) have done a remarkable study on 
the current state in computer diagnosis of skin 
lesions. Schmid-Saugeon (2000) investigated the 
detection of symmetry axes of the lesion through 
the optimization of a given symmetry measure, 
computed as a function of the mean-square error 
between the original and reflected images. His 
method uses a genetic algorithm and an optimiza-
tion scheme derived from the self-organizing maps 
theory. Wallace et al. (2000) used an Artificial 
Neural Network (ANN) for the classification of 
optical reflectance spectra (320 to 1100 nm) from 
malignant melanoma and benign nevi. Also an 
ANN is used for the classification of melanocytic 
lesions in Romdhane et al., (2007). A comprehen-
sive classification of melanocytic lesions, with the 
purpose of differential diagnosis with melanoma, 
is given in Strungs (2004). Rallan et al. (2006) 
proposes a combination of high-resolution ultra-
sound reflex transmission imaging (about 20 MHz) 
and white light digital photography data for the 
classification of a variety of pigmented lesions. 
Finally, Madooei et al. (2012) proposed a method 
of skin lesion malignancy detection using intrinsic 
melanin and hemoglobin color components from 
dermatoscopic images.

The rest of this chapter is structured as follows: 
next section presents an overview of the theory 
of Algebraic Functions of Views. This concept 
provides a powerful foundation for tackling 
variations in the appearance of an object’s shape 
due to viewpoint changes. Image segmentation 
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and the methodology used to estimate the best 
values for the parameters of the combination 
scheme, including the search based on PSO, are 
described in Section 3. Our experimental results 
are presented in Section 4, and finally, future 
research directions, discussion, and concluding 
remarks are presented in the next three sections.

BaCKGrOUND ON aLGeBraIC 
FUNCtIONS OF VIeWS

A short introduction in the theory of Algebraic 
Function of Views is presented in Bebis et al. 
(1998) and Bebis et al. (2002). According to this 
theory, the variety of two-dimensional views de-
picting an 2D or 3D object can be expressed as a 
combination of a small number of 2D views of the 
object. In the case of 2D objects, one aspect per 
object is enough, while in the case of general 3D 
objects, more aspects are necessary to represent 
the object from different viewing directions (Bebis 
et al., 1998; Bebis and Bourbakis, 2004). In this 
case of 2D objects, the combination scheme is 
equivalent to an affine transformation of the im-
age coordinates from the known view.

We assume that each aspect is represented by 
V different views which we call reference views. 
For each aspect, we assume a number of “interest” 
points N (e.g., corners, junctions, etc.), which are 
common in all the views associated with the aspect. 
We also assume that the point correspondences 
across the views have been established (Bebis et 
al., 1998).

It was shown in Ullman and Basri (1991) that 
if we let an object undergo 3D rigid transforma-
tions, (i.e., rotations and translations in space), 
and we assume that the images of an object are 
obtained by orthographic projection followed by 
a uniform scaling, then any novel view of an 
object can be expressed as a linear combination 
of three other views of the same object. If we have 
three corresponding points, with coordinates 

x y', ' ,( )  x y'', ''( )  and x y''', ''' ,( )  one from each 
reference view of the object, then the coordinates 
x y,( )  of the corresponding point from a novel 

view of the same object, obtained by applying a 
different rigid transformation is as the following:

x a x a x a x a= + + +
1 2 3 4

' '' '''       (1)

y b y b y b y b= + + +
1 2 3 4

' '' '''       (2)

where the parameters a b i
i i
, , , = 1 4  are the same 

for all the points that are in correspondence across 
the four views. These parameters can be recovered 
by solving a linear system of equations, given that 
we know at least four point correspondences across 
the views. Although it was not explicitly discussed 
in the literature, Bebis et al. (2002) shows that 
algebraic functions of views also exist in the case 
of 2D objects, and is sufficient a single reference 
view. This is because in the case of planar objects, 
scaled orthographic projection is equivalent to a 
2D affine transformation. Given a novel view and 
a point with coordinates x y,( )  that is in corre-

spondence with the point with coordinates x y', '( )  
in reference view, then the coordinates of the 
corresponding point from the novel view are:

x a x a y a= + +
1 2 3

' '     (3)

y b x b y b= + +      
1 2 3

' '  (4)

In this chapter, we have used Equations (3) 
and (4) for a number of N selected points from 
the border of the first lesion. Given the point 
correspondences across the reference and new 
view, the following system of equations should 
be satisfied:



359

Melanocytic Lesions Screening through Particle Swarm Optimization

x y

x y

x y

a b

a b

a
N N

1 1

2 2
1 1

2 2

1

1

1

' '

' '

... ... ...

' '

























⋅

33 3

1 1

2 2

b

x y

x y

x y
N N





















=

























... ...

 (5)

where x y
1 1
', ' ,( )  x y

2 2
', ' ,( )  … x y

N N
', '( )  are 

the coordinates of the points in the reference im-
age, and x y

1 1
, ,( )  x y

2 2
, ,( )  … x y

N N
,( )  are the 

coordinates of the points in the new view.
A very important problem consists in deter-

mining the range of values for a b ii i
, , , , . = 1 2 3  

Splitting the prior system of equations into two 
subsystems, one involving the ai  parameters and 
one involving the bi  parameters into two subsys-
tems, we have:

P c p
x

⋅ =
1

 (6)

P c p
y

⋅ =
2

 (7)

where the columns of the P matrix are shown in 
(5), c1  and c2  are vectors corresponding to the 
parameters of the combination scheme ai  and bi ,  
and p px y

,  are vectors corresponding to the x and 
y coordinates of the new view.

According with Bebis et al. (1998) and Bebis 
et al. (2002), both Equations (6) and (7) can be 
solved using a least-squares approach such as 
Singular Value Decomposition (SVD). The main 
steps of this method are presented next. Using 
SVD, the P matrix can be factorized as 
P U W V

P P P
T= ⋅ ⋅ ,  where both U

P
 and V

P
 are 

orthonormal matrices, while W
P

 is a diagonal 
matrix whose elements w

ii
P  are always nonnega-

tive. The solutions of the previous two systems 
are c P p

x1
= ⋅+  and c P p

y2
= ⋅+ ,  where P+  is 

the pseudoinverse of P. Assuming that P has been 
f a c t o r i z e d ,  i t s  p s e u d o i n v e r s e  i s 
P V W U

P P P
T+ += ⋅ ⋅ ,  where W

P
+  is also a diago-

nal matrix with elements 1 w
ii
P  if w

ii
P  is greater 

than zero and zero otherwise. The solutions of (6) 
and (7) are given by the following equations:

c
u p

w
vi

P
x

ii
P i

P

i

k

1
1

=
⋅










⋅

=
∑  (8)

c
u p

w
vi

P
y

ii
P i

P

i

k

2
1

=
⋅










⋅

=
∑  (9)

where u
i
P  is the i-th column of matrix U

P
,  v

i
P  

is the i-th column of matrix V
P
,  and k = 3. To 

determine the range of values for c1  and c2
,  we 

assume first that the novel views has been scaled 
such that the x and y coordinates belong within a 
specific interval. This scaling can be done, e.g., 
by mapping the views to the unit square. In this 
way, its x and y image coordinates will be mapped 
to the interval [0,1]. To determine the range of 
values for c1  and c2

,  we need to consider all pos-
sible solutions of (6) and (7), assuming that p

x
 

and p
y

 belong to [0,1]. This problem is solved 
by Interval Analysis in Bebis et al. (1998). It 
should be mentioned that since the matrix P and 
the intervals for p p

x y
,  are all the same, the in-

terval solutions for cI
1

 and cI
2

 will be the same 
(the superscript I denotes an interval vector).

Significant research has been performed in the 
area of interval linear systems. In general, the 
matrix of a system of interval equations is also 
an interval matrix, that is, a matrix whose com-
ponents are interval variables. In our case, things 
are simpler since the elements of P are the x and 
y coordinates of the reference view of the object 
which are always fixed. When interval solutions 
are computed, not every solution in cI

1
 and cI

2
 

corresponds to p
x

 and p
y

 that belong to p
x
I  and 

p
y
I .  If new views are generated by choosing the 

values for the parameters of the algebraic func-
tions from the interval solutions obtained, then 
some of the generated views might not lie com-
pletely within the unit square. In this case these 
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views are regarded as “invalid views” and they 
can be rejected easily by testing whether their 
coordinates are within the unit square.

An interval solution is called “sharp” if it does 
not contain many invalid solutions. Within our 
context, it is important to compute sharp interval 
solutions since this will save time and space. 
However, if we apply the interval arithmetic op-
erators on Equations (8) and (9), it is very likely 
that we will obtain solutions that will not be very 
sharp. Bebis et al. (1998) discusses the main fac-
tors that affect the sharpness of interval solutions. 
Equations (8) and (9) are slightly modified and 
each component of cI

1
 and cI

2
 may be obtained 

by applying the interval arithmetic operations on 
the new rewritten equations. Since both (8) and 
(9) involve the same matrix P and p

x
I  and p

y
I  

assume values from the same interval, the interval 
solutions cI

1
 and cI

2
 will be the same.

Bebis et al. (1998) describes also a method for 
“preconditioning” the reference views in order to 
consider ways to compute narrower ranges. Pre-
conditioning implies a transformation of the 
original reference views to new reference views, 
yielding very narrow ranges. Different experi-
ments have demonstrated the useful of this trans-
formation and the computed ranges using the 
preconditioned views. A model used in Bebis et 
al. (1998) delivered the values between [-0.454, 
0.454] for a b

1 1
, , [-0.392, 0.392] for a b

2 2
, ,  and 

[0.0, 1.0] for a b
3 3
, .  Other model used in Bebis 

et al. (2002) established other values, very 
closely from the previous range: [-0.408, 0.408] 
for a b

1 1
, ,  [-0.391, 0.391] for a b

2 2
, ,  and [0.0, 1.0] 

for a b
3 3
, .  Our experiments in this chapter have 

been designed without any preconditioning of the 
parameters of affine transformation, and this 
aspect will be discussed in the next sections.

COMparISON OF the tWO 
IMaGeS OF the MOLe

This section discusses two algorithms that es-
tablish if the investigated melanocytic lesion has 
modified its shape in time. Two different views 
of the lesion, acquired at different moments of 
time, are compared between them. First algorithm 
detects the border of the lesion, using an image 
segmentation by edge detection, and the other 
estimates the best values for the parameters of the 
combination scheme between two images, using 
the search based on a PSO algorithm.

automatic Detection of 
Skin Lesion Border

We have used a simple algorithm of border de-
tection for the explored mole, using an idea from 
Tzekis et al. (2009). First we must determine 
whether a point belongs to the lesion, or not. Dif-
ferent images have different colors and contrasts. 
For this reason, we should find a threshold color 
between the color of the skin and the color of the 
melanocytic lesion. This color can be defined 
by estimating the mean color of the image, that 
is taking into account all pixels in the image. In 
order to minimize the complexity of this process, 
the Monte Carlo method is applied with k points, 
resulting in a good approximation of the base color. 
The algorithm is briefly described as follows:

1.  Convert RGB color image into a gray level 
image, I (See Figure 1.a).

2.  Select k random pixels in the image.
3.  Calculate T, the value of threshold, as a 

weighted average between the values of 
selected pixels.

4.  Generate a binary image, B, by comparing 
each pixel value in I with T (See Figure 1.b):
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B n
I n T

I n T
( ) = ( ) ≤

( )>







0    if 

    if  1

5.  Apply a dilate filter, D, which expands the 
size of the object (0-valued pixels).

6.  Calculate the difference between the binary 
image B, and the dilated version D: Boundary 
= NOT{XOR[B,D]} (See Figure 1.c).

7.  Combine the original gray level image I, 
with the Boundary (See Figure 1.d):

Final n
I n Boundary n

Boundary n
( ) = ( ) ( ) =

( ) =
     if 

    if  

1

255 0




  

In the case from Figure 1.a, we have chosen 
an image of a melanocytic lesion represented 
on 200 x 200 pixels, and k = 100. The values 
of the gray pixels in the image are between 
0 and 255, and threshold was established by 
calculating the average value of the selected 
pixels, multiplied by a scale factor of 0.8, that 
is T = 126. This value is of critical importance, 

since it controls the particular abstraction of 
information that is obtained. Indeed, differ-
ent thresholds can produce different valuable 
abstractions of the image. In our case, we are 
interested in image segmentation, and the lesion 
on the skin is a dark object on a bright back-
ground, like in Figure 1.b. Our image contain 
an object and background with significantly 
different average brightness, that is, it has as-
sociated a bimodal histogram, and thresholding 
is a very effective technique. We apply then to 
the image in Figure 1.b a morphological filter 
of dilation, with a square window of 3 pixels, 
which expands the size of the dark object. The 
process of dilation also smoothes the bound-
aries of objects, removing gaps or bays of too 
narrow width. The “difference” between the 
binary image in Figure 1.b and the dilated ver-
sion of it is illustrated in Figure 1.c. If window 
is small, then the difference between the image 
and its dilated version is not too large, and the 
object border is effectively detected. Finally, 
Figure 1.d represents a combination between 
the original image of the lesion and its border 
(Bovik, 2009).

The presence of hair may result in a different 
lesion border than the actual one. In Tzekis et al. 
(2009), a simple algorithm is employed to remove 
the hair that appears to cut the borderline. For 
every n-th point of the defined border, the next 
15 points on the border are cheked, one by one. 
If the Euclidian distance value between any of 
these m-th points and the n-th point is less than 
3, then all points from the (n+1)-th point to the 
m-th one are removed.

Other good software algorithm, called Dull-
Razor, is used in Lee (2001). This program 
consists of three basic steps: identifying the dark 
hair locations, replacing the hair pixels with the 
nearby non-hair pixels, and smoothing the final 
result. In this chapter, we have not dealt with 
this problem.

Figure 1. Border detection of a melanocytic lesion
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Finding the transformation 
parameters using pSO Search

The goal of the PSO algorithm is to have all the 
particles locate the optima in the search space. 
This is achieved by assigning initially random 
positions to all particles in the space and small 
initial random velocities. The algorithm is ex-
ecuted like a simulation, advancing the position 
of each particle in turn based on its velocity, the 
best known global position in the problem space 
and the best position known to a particle. The 
objective function is sampled after each posi-
tion update. Over time, through a combination 
of exploration and exploitation of known good 
positions in the search space, the particles cluster 
converge together around an optima.

The PSO algorithm is comprised of a collec-
tion of particles that move around the search space 
influenced by their own best past location and the 
best past location of the whole swarm or a close 
neighbor. Each iteration a particle’s velocity is 
updated using:

v t v t coef pbest p t

coef p best p t
i i i i

g i

+ = + ⋅ −

+ ⋅ −

( ) ( ) ( )( )
( )( )

1
1

2  (10)

where vi (t+1) is the new velocity for the i-th 
particle, coef1 and coef2 are the weighting coef-
ficients for the personal best and global best posi-
tions respectively, pi(t) is the i-th particle position 
at time t, pbesti is the i-th particle best known 
position, and pgbest is the best position known to 
the swarm. Each iteration a particle’s position is 
updated using:

p t p t v t
i i i
+( ) = ( )+ ( )1  (11)

where pi (t+1) is the new position for the i-th par-
ticle at time t+1, pi(t) is the i-th particle position at 
time t, and vi (t) is the velocity for the i-th particle 
at time t (Kennedy et al., 2001). Some authors, 
like Brownlee (2011), recommend multiplication 

of the coefficients coef1 and coef2 with a random 
number between 0 and 1. In this way, the share 
between exploration and exploitation of the search 
space changes randomly with each iteration.

Each particle in the swarm represents a possible 
solution for our problem. It contains six numbers 
which are the six parameters ai, bi, (i=1, 2, 3) of 
the affine transformation (See Equation 5). Our 
goal is to find a transformation which would bring 
a large number of model points into alignment 
with the scene. We consider the reference view 
as a model, and the novel view as a scene. The 
fitness of individuals is estimated by computing 
the back-projection error between the model and 
the scene. To compute this error, for every model 
point, we find the closest scene point and then 
compute the distance between these two points. 
The overall back-projection error, that is the total 
distance in pixels, is the sum of all these partial 
distances. The algorithm is briefly described as 
follows:

1. Generate randomly initial population of 
particles, pi(t=0), i = 1,…,n. 

2. Set vi(t=0) = 0, i = 1,…,n. 
3. Repeat
4. For each particle, evaluate the fitness, 

that is a distance function between 
points.

5. Compare particle’s fitness evaluation 
with it’s pbesti. If current value is better 
than pbesti, then set pbesti equal to the 
current value.

6. Identify the particle in the neighbor-
hood with the best success so far, and 
assign its index to the variable g, pgbest.

7. Change the velocity and position of the 
particle according with equations (10) 
and (11).

8. Until termination criterion is met.

The termination criterion may be sufficiently 
good fitness or a maximum number of iterations. 
We tried different metrics for distance function 
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between the two sets of points. One of them was 
the Hausdorff distance, defined as the maximum 
distance of a set to the nearest point in the other 
set. It seems that best results were obtained with 
this metric. Then we considered an average dis-
tance between each two points from the model 
and the scene. We also took into account the 
difference between the centroids of the two sets 
of points, but it depends largely on the shapes of 
the two contours. Finally, we considered the total 
amount of distance between each point of a set 
and all other points in the other set. The modified 
Hausdorff distance was also taken into account 
in our experiments, but this metric was not used 
in further comparisons (Spyridonos et al., 2013).

As we can see in the previous description of 
the algorithm, the velocity for the i-th particle at 
time 0, that is vi (0), is equal to zero. This value 
is modified in time using Equation (10), and it 
contributes to the new position of particle using 
Equation (11). This algorithm was implemented 
in Matlab, and its pseudocode with complete 
Matlab code are given in the appendix. Other 
PSO algorithms implemented in Matlab are cited 
in Khan et al. (2012), Ebbesen et al. (2012), and 
Vis (2009).

Figure 2 presents two different views of the 
same mole, and an example of matching between 
some points on these two contours, using the PSO 
algorithm previously described. The selection of 
the parameters of the algorithm will be discussed 
in the next section. In Popa and Aiordachioaie 
(2004) we solved the same problem with a stan-
dard Genetic Algorithm (GA). It seems that PSO 
performes usually better than GA, and it is also 
faster and more robust.

eXperIMeNtS aND reSULtS

We have selected in the model from Figure 2 a 
number of N = 25 representative points. These 
points are matched with the second contour, and, 
as we can see in Figure 3, the maximum back-

projection error between the model and the scene, 
after an evolution of 300 iterations, is less than 6 
pixels, if we consider the Hausdorff distance. 
Evolution shown in Figure 4 is an average acquired 
after 10 successive runs of the PSO algorithm. 
Each of the two images representing the model 
and the scene has a resolution of 150×150 pixels. 
The size of the population is often set empiri-
cally on the basis of the dimensionality and per-
ceived difficulty of a problem. Values in the range 
20–50 are quite common, and we chosed 20 par-
ticles in population. Our previous experiments 
with GAs show that the best results were obtained 
with small populations (between 50 and 100 
chromosomes) and sufficiently large number of 
generations (Popa and Aiordachioaie, 2004).

The parameters coef1 and coef2 determine the 
magnitude of the random forces in the direction 
of best positions at current iteration. These are 
often called acceleration coefficients, and their 
values are usually 2. Each time when a particle’s 
velocity is updated, the new value of velocity 
mostly depends either by its own best current 

Figure 2. An example of matching between the 
model and the scene of the same melanocytic le-
sion using a PSO algorithm for searching of the 
parameters of transformation.
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location, either by the best current location of the 
whole swarm, because of multiplication of these 
coefficients with different random numbers be-
tween 0 and 1. Velocity vi (t) is kept within the 
range [-Vmax, +Vmax], and the value of Vmax is 0.5 
in our case. The choice of the parameter Vmax 
required some care since it appeared to influence 
the balance between exploration and exploitation 
(Kennedy et al., 2001; Poli et al., 2007).

Like GAs, PSO is a stochastic algorithm, so 
two consecutive runs of the same algorithm with 
the same parameters could provide slight different 
results. Conclusions can be drawn only after sev-
eral successive runs of the algorithm in the same 
conditions. Evolutions represented in Figures 3 
and 4 show a similar behavior of the algorithm for 
several successive runs. PSO algorithm is fast and 
robust, the change of distance in time retains its 
shape, even if we change the algorithm parameters.

In Figure 5, we have presented another two 
different images of the same lesion as in Figure 
2. The angles of views are completely different 
than in the first case. This fact explains maybe 
some errors in the process of matching between 
the model and the scene. However, it’s easy to 
see that the approximate matching is a precious 
indication that all these images are obtained from 
the same lesion.

The main parameters of the PSO algorithm 
used in our experiments were previously men-
tioned: 20 particles in population, coef1 and coef2 
are both equal to 2, Vmax is 0.5, and the number 
of iterations is 300. Hausdorff distance was the 
preferred metric for the comparison of different 

Figure 3. Evolution of the best particle in the 
swarm, that is the minimum distance between the 
two views of the same lesion, given in Figure 2

Figure 4. Evolution of the best particle in the 
swarm, that is the minimum distance between 
the two views of the same lesion, averaged in 10 
successive runs of the algorithm

Figure 5. Another example of matching between 
other two different images of the same lesion
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solutions in population. Table 1 illustrates some 
results obtained by comparing the distance be-
tween the two sets of points for the same lesion. 
As we see from the table, the number of particles 
in population and the number of iterations do not 
seem to be so important. The value of Vmax would 
be desirable to be relatively small, and the values 
of the two coefficients do not seem to influence 
much the distance. PSO algorithm appears to be 
more robust than equivalent GA.

In Table 2 we presented different metrics for 
various lesions. Although the centroids of sets of 
points seem to provide minimum distance, it 
depends largely on the shapes of the two contours. 

We prefered to use Hausdorff distance in our 
experiments. Other considered metrics were the 
average distance between each two points from 
the model and the scene, and the total amount of 
distance between each point of a set and all other 
points in the other set.

Images from the Figure 6 represent a new le-
sion, with more irregulated borders, taken under 
different angles of views. These images are rep-
resented on 500 x 500 pixels. As we can see, the 
matching between the model and the scene seems 
to be more difficult, even if we extended the 
number of iterations to 1000. The points are 
smaller than in other figures because of the 

Table 1. Different Hausdorff distances between two scenes of the same lesion, for different parameters 
of the PSO algorithm 

Parameters of the PSO algorithm Hausdorff distance 
for two scenes of 

a molepopulation coef 1 coef 2 V max iterations

20 2 2 1 100 7.9893

40 2 2 1 100 8.5351

20 2 2 0.5 300 6.6914

20 2 2 0.5 1000 6.1193

20 1 10 0.5 1000 5.7458

20 10 1 0.5 1000 5.4951

20 2 2 2 1000 8.2364

20 2 2 10 1000 9.4049

20 2 2 0.1 1000 4.6964

40 2 2 0.5 1000 5.9267

Table 2. Different definitions for distances between two scenes of different lesions 

Comparison between 
two scenes of the moles

Distance between two scenes of the moles

Hausdorff centroids two points all points

same mole (Figure 2) 3.3792 0.9534 23.2186 280.6208

different moles_1 7.4174 0.5948 32.0553 577.8672

different moles_2 4.8806 0.7098 26.1206 427.8653

different moles_3 8.3674 0.6698 35.5425 842.4174

different moles_4 10.4628 0.7220 38.6206 777.9434

different moles_5 14.7869 0.8871 39.5031 954.2186
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higher resolution of the images, but we see as they 
try to follow the outline of the image. They follow 
pretty well the border of the lesion, even if they 
are not evenly distributed throughout its length.

In Figure 7, we showed the matching of the 
model in modified scenes, corresponding to seg-
mented images of the different lesions. The left 
image presents a modified scene by increasing 
the surface of the lesion with about 10% of the 
total area. Although some points are placed on 
the contour, we are not able to find transformation 

parameters to match exactly the set of points with 
the lesion border. The right image represents the 
contour of a different lesion, which can not be 
matched with the original model. In both cases 
the matching is not possible, and so, the decision 
is that these two lesions are completely different 
from the model discussed. Obviously, in a mela-
noma screening program, we are interested on the 
evolution of suspicious lesions in time and the 
results seem to be helpful for clinical diagnostic.

Color variegation of the lesion, that is the C 
component from the ABCD rule, may introduce 
difficulties in detecting lesion borders. Melano-
cytic lesion shown in Figure 8, represented by 
two distinct images, has some areas colored in 
different shades of brown. Randomly choosing a 
number of k points in the image, and then calcu-
lating the average of their values for determining 
the threshold necessary for generating binary 
image, can lead to the case from Figure 8, where 
lighter areas are not considered. Moreover, the 
variation of brightness or camera position can 
generate very different borders and applying of 
the PSO matching algorithm is no longer possible. 
To avoid this, we can choose a different threshold, 
possibly by choosing k points only from the back-
ground, which has a lighter color. However, errors 
are still possible, and this aspect remains to be 
investigated in future studies.

Figure 6. Another example of matching between 
other two different images of the same lesion

Figure 7. The scenes differ from the model given 
in Figure 5. The surface of the lesion in the left is 
greater than in the original model, and the right 
image represents a completely different lesion.

Figure 8. Two different images of the same me-
lanocytic lesion with different colors. Border 
detection by image segmentation is not relevant 
and further comparison is not possible.
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FUtUre reSearCh DIreCtIONS

We have observed in our experiments that, even if 
the back-projection error is not so small in some 
cases, the shape of the model looks like the shape 
of the scene, if we discuss about the same lesion. 
If the borders of the lesion are modified, we 
must easy observe this modification. Near-exact 
matches are useful in the sense that can actually 
reduce the search space of the parameters to a 
limited domain. Then, a local optimization tech-
nique can be used for finding an exact match. The 
preliminary stage of rough alignment may help 
preventing such methods from reaching a local 
minimum instead of the global one.

The most important step in this process of 
recognition is automatic segmentation of the im-
ages. This task is not trivial, because the software 
approach to hair removal affects some pixel values 
underneath the hairs, and these values cannot be 
reconstructed accurately by a single view. On the 
other hand, some lesions have fuzzy borders, and 
these borders may depend on angle of view, light 
of the scene, the distance between the camera and 
the skin, and so on. Our segmentation algorithm 
introduces some errors, but we think that they 
are not very important for our results. For future 
research, we plan to solve better the problem of 
segmentation, to increase the number of the points 
on the contour and to establish some useful rules 
for the construction of a robust algorithm. A ro-
bust method to design properly the parameters of 
PSO algorithm should be found. Also, the ranges 
of values of affine transform parameters are very 
important for a successful transformation.

Some other ideas may be used in the future re-
search. A better distance function may be defined, 
the number of the points on the contour may be 
increased, although more points may introduce 
new difficulties in matching with the contour, or 
other properties of the lesion may be taken into 
account, like analyzing surface morphology of 
the lesion using a three dimensional (3D) imaging 
technique (Tosca et al., 2013).

In Popa and Aiordachioaie (2004) we solved a 
similar problem with a standard GA, and experi-
ments showed that usually PSO performed better. 
Hybrid approaches combining PSO and GA were 
proposed by some researchers. Their idea was to 
take the population of one algorithm when it has 
made no fitness improvement and using it as the 
starting population for the other algorithm. Two 
versions were proposed, GA-PSO and PSO-GA, 
and both of them performed slightly better than 
PSO (Poli et al., 2007).

DISCUSSION

There are two major problems in researching done 
so far. On the one hand, there is no connection 
between the selected points from the two contours. 
In Bebis et al. (2002) the authors have assumed 
the existence of the correspondence between the 
points of the two contours. Therefore it is neces-
sary to introduce a preprocessing stage that would 
make the correspondence between the two sets of 
points. Because the image of the scene may become 
deformed or rotate, finding the correspondence 
between points is not a trivial problem.

On the other hand, also in Bebis et al. (2002) 
shows that the affine transformation parameters 
must lie within a certain range of values. We 
observed in our experiments that limitation of 
the search space does not offer any advantage, 
so we did not use recommended limitations. It is 
still possible that taking into account the recom-
mended ranges for the variation of the parameters 
will produce better results in the future.

Particle Swarm Optimization (PSO) is a rela-
tively recent heuristic search method that is based 
on the idea of collaborative behavior and swarming 
in biological populations. PSO is similar to the 
Genetic Algorithm (GA) in the sense that they are 
both population-based search approaches and that 
they both depend on information sharing among 
their population members to enhance their search 
processes using a combination of deterministic 



368

Melanocytic Lesions Screening through Particle Swarm Optimization

and probabilistic rules. Conversely, the GA is a 
well established algorithm with many versions 
and many applications.

We have shown in this research the hypoth-
esis that states that although PSO and the GA on 
average yield the same effectiveness (solution 
quality), PSO is more computationally efficient 
(uses less number of function evaluations) than 
the GA. Further analysis shows that the difference 
in computational effort between PSO and the 
GA is problem dependent. It appears that “PSO 
outperforms the GA with a larger differential in 
computational efficiency when used to solve un-
constrained nonlinear problems with continuous 
design variables and less efficiency differential 
when applied to constrained nonlinear problems 
with continuous or discrete design variables” (Has-
san et al., 2004; Somasundaram and Muthuselvan, 
2010). A good comparison between Evolution 
Strategies (ESs) and PSO may be found in Vis 
(2009). An interesting hybrid approach which 
combines a PSO algorithm with a Gravitational 
Search Algorithm (GSA) is proposed in Mirjalili 
and Mohd Hashim, (2010).

In their paper from 2007 published in the 
journal Swarm Intelligence, Poli et al. (2007) cited 
from the book of Kennedy et al. (2001) and their 
final conclusion remain essentially the same: “… 
particle swarm optimization is exponentially grow-
ing. So, clearly, we are still looking at a paradigm 
in its youth, full of potential and fertile with new 
ideas and new perspectives. Researchers in many 
countries are experimenting with particle swarms 
and applying them in real-world applications. 
Many more questions have been asked, although 
still too few have been satisfactorily answered, so 
the quest goes on.” (Poli et al., 2007).

CONCLUSION

In this paper, we considered using a PSO algorithm 
to recognize some contours of the skin lesions. 
This idea is useful in the screening of the suspi-

cious skin lesions. Two different images of the 
same lesion are taken at different moments of 
time, under different angles of view, and we must 
decide if the borders of the lesion are modified or 
not. The recognition strategy used was based on 
the theory of Algebraic Functions of Views. Our 
goal was only the matching between the model and 
the scene. It was discussed also an algorithm for 
image segmentation, in order to detect the contour 
of the lesion, and the problem of removing the hair 
in the image have been solved in another works.

Provided experiments on different lesions, with 
different parameters of PSO algorithm, show that 
this idea is sound in order to compare the shapes 
of different lesions taken at different moments of 
time. The definitions of distances or their values 
are not very important. Much more important 
seems to be the degree of matching between the 
points of the model and the contour of the scene. 
If the points are placed near the contour of the 
lesion, with the same shape, then is plausible that 
we have two different images of the same lesion. 
In opposing case, we have different lesions, or 
the old lesion has now a modified contour, and it 
should be studied with more attention.
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KeY terMS aND DeFINItIONS

Affine Transformation: A transformation 
which preserves straight lines and ratios of dis-
tances between points lying on a straight line. It 
is equivalent to a linear transformation followed 
by a translation.
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Combination of Views: In the theory of 
algebraic functions of view, the variety of 2-D 
views depicting an object can be expressed as a 
combination of a small number of 2-D views of 
the object. Results are also available in 3-D.

Dermatoscope: An instrument used in derma-
tology, which lets you look at the upper 2 mm of 
the skin by the use of polarized light.

Dermatoscopy: (Also known as dermoscopy) 
Is the examination of skin lesions with a derma-
toscope.

Edge Detection: A set of mathematical meth-
ods which aim at identifying points in a digital 
image at which the image brightness changes 
sharply. These points generates an edge.

Genetic Algorithm: A search heuristic that 
generate solutions to optimization problems using 
techniques inspired by natural evolution, such as 
selection, crossover and mutation.

Image Matching: The act of checking a dis-
tance function between two sets of points which 
belong to some images taken from the same 
content.

Image Segmentation: The process of parti-
tioning a digital image into multiple segments (sets 
of pixels) for the purpose to simplify or change the 

representation of an image into something that is 
more meaningful and easier to analyze.

Melanocytes: Cells that produce the dark 
pigment, melanin, which is responsible for the 
color of skin. These cells are located in the bot-
tom layer of the skin’s epidermis and in other 
parts of the body.

Melanocytic Nevus: A type of lesion that 
contains nevus cells (a type of melanocyte), called 
by some sources with the term “mole”.

Melanoma: A malignant tumor of melanocytes 
and the most dangerous skin cancer. Early detec-
tion of melanoma, while it is still small and thin, 
and completely removal of the tumor, significantly 
improves the chances of cure.

Particle Swarm Optimization: A compu-
tational method that optimizes a problem by 
iteratively trying to improve a candidate solution 
with regard to a given measure of quality. The 
population of particles are moving in the search 
space, according with an heuristic based on each 
particle’s position and velocity. Each particle’s 
movement is influenced by its local best known 
position and by the best position of the swarm, 
which are updated as better positions are found 
by other particles.
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appeNDIX

aUtOMatIC DeteCtION OF SKIN LeSION BOrDer 
pSeUDOCODe USING NOtatION FrOM BrOWNLee, (2011)

algorithm 1. pseudocode for Border Detection

Input: RGB color image in matrix M, k
Output: Gray level image in matrix new_I
1 convert  I ← M;

2 foreach  i ∈ k  do
      vector (i) ← I(random_1(i), random_2(i));

  end 
3 threshold ← average (vector);

4 foreach  pixel n ∈ I  do
       if  I(n) ≤ threshold
             B(n) ← 0;

       else
             B(n) ← 1;

       end
  end 
5 D ← dilate (B);

6 boundary  ← NOT{XOR[B,D]};

7 foreach  pixel n ∈ I  do
      if  boundary(n) = 1
           new_I(n) ← I(n);

      else
           new_I(n) ← 255;

      end
  end 

automatic Detection of Skin Lesion Border

Matlab Code

clear all; 

 

M=imread(‘image_1.jpg’);        % original RGB color image; 

Figure(1) 

imshow(M); 

  

I=rgb2gray(M);              % conversion in gray scale; 

Figure(2) 
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imshow(I); 

  

[m,n] = size(I); 

nr_pixeli = 100;              % choose k, a random number of pixels; 

A(nr_pixeli) = 0;             % vector which contains selected pixels; 

B(m,n) = 0;                   % new image matrix;  

  

for k = 1:nr_pixeli 

    c1 = fix(m * rand) + 1; c2 = fix(n * rand) + 1; 

    A(k) = I(c1, c2); 

end 

  

threshold = 0.8*sum(A)/nr_pixeli; 

  

for i = 1:m 

    for j = 1:n 

        if I(i,j)<threshold; 

            B(i,j) = 0; 

        else 

            B(i,j) = 255; 

        end 

    end 

end  

  

Figure(3) 

temp = B; 

imshow(B);                 % a binary image of the lesion; 

  

filt = medfilt2(temp,[5 5]);      % optional filtering; 

  

se = strel(‘square’,3); 

interm = 255 - filt; 

D = imdilate(interm,se);        % dilated version of binary image; 

  

boundary = filt - D; 

for i = 1:m 

    for j = 1:n 

        if boundary(i,j)<0; 

            boundary(i,j) = 255; 

        end 

    end 

end 
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Figure(4) 

temp = boundary; 

imshow(boundary);            % the border of the lesion; 

  

new_I = I; 

  

for i = 1:m 

    for j = 1:n 

        if temp(i,j)==0; 

           new_I(i,j,:) = 255; 

        end 

    end 

end 

  

Figure(5) 

imshow(new_I);              % original image and lesion’s border;

pSO SearCh OF the traNSFOrMatION paraMeterS 
pSeUDOCODe USING NOtatION FrOM BrOWNLee, (2011)

algorithm 2. pseudocode for pSO Search.

  Input: two binary images of contours in matrices I and M, 
       population_size, nr_iterations  

  Output: Pg_best

1 establish the 2 sets of points from the 2 contours I and M;

  Pg_best
 ← 0; 

2 for i = 1 to population_size do
      Pposition

 ← RandomPosition(population_size);

      Pvelocity
 ← 0;

      Pp_best
 ← P

position
 ;

3 while  StopCondition  do 
      foreach  P ∈ Population  
4               Pcost

 ← Cost(P
position

);

5            if Pcost
 ≤ P

p_best
  then

                Pp_best
 ← P

position
 ; 

6              if Pcost
 ≤ P

g_best
  then

                   Pg_best
 ← P

p_best
 ; 

              end
            end 
7              Pvelocity

 ← UpdateVelocity(P
velocity

, P
p_best

, P
g_best

);

             Pposition
 ← UpdatePosition(P

position
, P

velocity
);

       end
8 end
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pSO Search of the transformation parameters

Matlab Code

clear all; 

  

nr_agenti = 20;                      % the number of particles; 

nr_iteratii = 100;                   % the number of iterations; 

factor_scala = 1;                    % a scale factor; 

  

I=imread(‘image_1.bmp’);             % images have 150 x 150 pixels; 

Figure(1) 

imshow(I); 

  

M=imread(‘image_2.bmp’); 

Figure(2) 

imshow(M); 

  

k = 1; 

  

for i = 1:10:150                     % generate the first set of points; 

    for j = 1:150 

        if I(i,j) == 0 

            xc(k) = i; 

            yc(k) = j; 

            k = k + 1; 

        end 

    end 

end 

  

I_puncte = ones(150,150); 

  

for p = 1:k-1, 

    I_puncte(xc(p),yc(p)) = 0; 

end 

  

I_puncte = lupa(I_puncte);           % magnify the points 4 times; 

  

Figure(3) 

imshow(I_puncte); 

  

k = 1; 
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for i = 1:10:150                     % generate the second set of points; 

    for j = 1:150 

        if M(i,j) == 0 

            xf(k) = i; 

            yf(k) = j; 

            k = k + 1; 

        end 

    end 

end 

  

M_puncte = ones(150,150); 

  

for p = 1:k-1, 

    M_puncte(xf(p),yf(p)) = 0; 

end 

  

M_puncte = lupa(M_puncte);           % magnify the points 4 times; 

  

Figure(4) 

imshow(M_puncte); 

  

lungime_tinta = length(xf);          % calculate the same number of points; 

lungime = length(xc); 

if lungime_tinta>=lungime 

    xf = xf(1:lungime); 

    yf = yf(1:lungime); 

else 

    xc = xc(1:lungime_tinta); 

    yc = yc(1:lungime_tinta); 

end 

  

                                     % PSO algorithm 

  

populatie = rand(nr_agenti,6)*factor_scala; 

viteza (nr_agenti,6) = 0;  

  

for q = 1:nr_iteratii 

    eval = evaluez(populatie,xc,yc,xf,yf); 

    [minima indice] = min(eval); 

    best = populatie(indice,:);  

 

    a1 = best(1); a2 = best(2); a3 = best(3); 

    b1 = best(4); b2 = best(5); b3 = best(6); 
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    lungime = length(xc); 

         

    V=[xc’ yc’ ones(lungime,1)];     %affine transformation 

    S = [a1 b1; a2 b2; a3 b3]; 

    R = V * S; 

    x_nou = R(:,1);  

    y_nou = R(:,2);  

  

    x_nou = fix(x_nou); 

    y_nou = fix(y_nou); 

         

    for k = 1:4, 

         pop(1:5,:) = populatie(5*k-4:5*k,:); 

         eval_local = evaluez(pop,xc,yc,xf,yf); 

         [minime(k) pozitii(k)] = min(eval_local); 

    end 

    pozitii(5) = indice; 

      

    [new_populatie new_viteza] = actualizez(populatie, pozitii, viteza); 

  

    solutie(q) = minima; 

    populatie = new_populatie; 

    viteza = new_viteza; 

end 

  

M_puncte(1:150,1:150)=255; M_modif(1:150,1:150)=255; 

for k=1:lungime, 

       M_puncte(x_nou(k),y_nou(k))= 0;  

end 

M_puncte = lupa(M_puncte); 

    for i=1:150, 

        for j=1:150, 

            if (M_puncte(i,j) == 0)||(M(i,j) == 0) 

                M_modif(i,j) = 0; 

            end 

        end 

    end 

     

Figure(5) 

imshow(M_modif); 

 

Figure(6) 

plot(solutie); 
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title(‘The evolution of the distance between the two images’); 

xlabel(‘Number of iterations’); 

ylabel(‘Distance in pixels’); 

 

%   UPDATE  FUNCTION 

function [new_pop new_speed] = actualizez(pop,pozitii,speed)     

     

coeficient_1 = 2; 

coeficient_2 = 2; 

v_max = 0.5; 

  

[linii coloane] = size(pop); 

  

best = pop(pozitii(5),:); 

  

for v=1:5, 

    for s = 1:4, 

        best_local(v+5*(s-1),:) = pop(pozitii(s),:); 

    end 

end 

  

for c=1:linii, 

    for r=1:coloane, 

        new_speed(c,r) = speed(c,r) + coeficient_1 * rand * … (best_local(c,r) 

- pop(c,r)) + coeficient_2 * rand * (best(r) - pop(c,r));  

        if new_speed(c,r) > v_max 

            new_speed(c,r) = v_max; 

        elseif new_speed(c,r) < -v_max 

            new_speed(c,r) = -v_max;  

        end 

        new_pop(c,r) = pop(c,r) + new_speed(c,r);  

    end    

end 

  

new_pop(pozitii(5),:) = best;  

  

  

%   EVALUATION FUNCTION 

function eval  = evaluez(pop,x_vector,y_vector,x_tinta,y_tinta)  

     

[linii coloane] = size(pop); 

  

for c=1:linii, 
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    a1 = pop(c,1);a2 = pop(c,2);a3 = pop(c,3); 

    b1 = pop(c,4);b2 = pop(c,5);b3 = pop(c,6); 

     

    lungime_tinta = length(x_tinta); 

    lungime = length(x_vector); 

    if lungime_tinta>=lungime 

        x_tinta = x_tinta(1:lungime); 

        y_tinta = y_tinta(1:lungime); 

    else 

        x_vector = x_vector(1:lungime_tinta); 

        y_vector = y_vector(1:lungime_tinta); 

    end 

     

    new_lungime = length(x_vector); 

    V=[x_vector’ y_vector’ ones(new_lungime,1)]; 

    S = [a1 b1; a2 b2; a3 b3]; 

    R = V * S; 

    x_new = R(:,1);  

    y_new = R(:,2);  

     

    % Hausdorff distance 

 

    eval(c) = 0; 

    for r = 1:new_lungime, 

        shortest = 1000000; 

        for s = 1:new_lungime, 

            d(r,s) = sqrt((x_new(r)-x_tinta(s))^2 + (y_new(r)- … y_tinta(s))^2); 

            if d(r,s) < shortest 

                shortest = d(r,s); 

            end 

        end 

        if shortest > eval(c) 

            eval(c) = shortest; 

        end 

    end 

end


